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On March 18, 2018, an Uber test car 
driving in autonomous mode, with 
a safety driver in the vehicle, struck 

and killed a woman walking a bicycle 
across a street in Tempe, Arizona. Volvo 
and Uber worked together on the auton-
omous driving system controlling the 
car. After an accident like that, we can 
reasonably anticipate that the estate of 
the pedestrian could bring a product 
suit against Uber, Volvo, or both.

Perhaps the most famous automo-
bile product liability case in history was 
the Ford Pinto exploding gas tank case 
titled Grimshaw v. Ford Motor Co.,1 tried 
in Orange County, California’s Superior 
Court. The appellate decision in the case 
reports that the plaintiff tried the case to 
the jury based on theories of strict lia-
bility and negligence.2 It was common 
in the 1970s and 1980s to see product 
liability cases based on accidents that 
alleged strict liability, negligence, breach 
of warranty, and common law claims 
such as fraud.

These claims still appear in acci-
dent cases. A recent example is the class 
action for bodily injury alleging that 
Toyota cars suddenly accelerated with-
out warning and the drivers could not 
stop them.3 One of the accident actions, 
Spisto v. Toyota Motor North America, 
Inc.,4 alleged negligence, strict liabil-
ity based on design defect, a failure to 
warn strict liability claim, breach of the 

implied warranty of merchantability, 
and fraudulent concealment. To avoid 
these kinds of suits, manufacturers have 
focused on safe designs, quality control, 
and sufficient instructions and warnings 
provided to consumers. Manufacturers 
of automated vehicles (AVs) will likely 
focus on the same kinds of controls in 
order to avoid these kinds of claims.

More recently, however, plaintiffs are 
filing complaints on behalf of consumers 
that never had an accident. How is that 
possible? At first blush, it might appear 
that owners that remained safe from 
accidents have no case against the man-
ufacturer. After all, they experienced no 
accident, sustained no bodily injury, and 
were not affected by any damage to their 
property.

The plaintiffs filing these actions seek 
the recovery of economic losses only. 
They contend that they sustained losses 
because the cars they bought were not 
worth what they paid for them. The 
defects and problems they identify, 
despite not causing an accident, dimin-
ish the market value of their cars—what 
a buyer would be willing to pay for the 
car. In some cases, they allege they sold 
their allegedly defective cars to get rid 
of them at a lower price than if their 
cars did not have the alleged defects. 
The economic loss claimed is the alleged 
defect’s diminution in value to the car.

Plaintiffs alleging purely economic 
loss assert a different set of claims 
against a manufacturer: claims based 
on violations of consumer protec-
tion laws barring unfair and deceptive 

trade practices. Manufacturers of mod-
ern cars driven by humans, and in the 
future manufacturers of AVs, must not 
only manage the risks of product liabil-
ity claims, but also unfair and deceptive 
trade practice claims. In terms of eco-
nomic effect, each case is different. 
Nonetheless, manufacturers should be 
just as worried about unfair and decep-
tive trade practice claims as they are 
product liability claims.

Unfair and Deceptive Trade 
Practice Laws
Manufacturers face liability under both 
federal and state laws that prohibit 
unfair and deceptive trade  practices. 
At the federal level, the Federal Trade 
Commission (FTC) has authority under 
Section 5 of the Federal Trade Commis-
sion Act5 to stop unfair and deceptive 
trade practices. Under Section 5, “Unfair 
methods of competition in or affecting 
commerce, and unfair or deceptive acts 
or practices in or affecting commerce, 
are hereby declared unlawful.”6 The 
FTC Act states that the FTC “is hereby 
empowered and directed to prevent per-
sons . . . from using unfair methods of 
competition in or affecting commerce 
and unfair or deceptive acts or practices 
in or affecting commerce.”7

With the FTC Act, the risk for a 
manufacturer is based on a possible gov-
ernmental investigation or action, rather 
than a private plaintiff action. Nonethe-
less, a manufacturer faces legal risk from 
violating Section 5. Section 5 gives the 
FTC two kinds of authority: deception 
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authority and unfairness authority. The 
authority to strike at deceptive conduct 
permits the FTC to seek to stop mate-
rial misstatements about a product or 
fraudulently concealing information 
from buyers. In many cases, the FTC 
can easily prove that a manufacturer of 
a product promises one thing in pub-
lic statements but sells products that are 
inconsistent with those promises.8

The FTC’s authority to strike at 
unfair conduct is potentially more dif-
ficult to prove. The FTC must prove 
that an act or practice causes consumer 
injury that is “(1) substantial, (2) with-
out offsetting benefits, and (3) one that 
consumers cannot reasonably avoid.”9 
Unfairness claims require the determi-
nation of consumer injury based on an 
investigation and balancing consumer 
harms against benefits, which is harder 
than simply finding discrepancies in 
public statements about a product.10

In addition, states have enacted 
counterparts to the FTC Act, some-
times called “Little FTC Acts.” One of 
the most prominent examples is Cali-
fornia’s Unfair Competition Law (UCL) 
codified at Business & Professions Code 
Section 17200 et seq. Under Section 
17200, “unfair competition shall mean 
and include any unlawful, unfair or 
fraudulent business act or practice and 
unfair, deceptive, untrue or mislead-
ing advertising.”11 A plaintiff that has 
suffered injury and lost money or prop-
erty as a result of a violation may allege 
a UCL claim12 under one or more of the 
three prongs of the UCL: the “unlawful” 
prong, the “unfair” prong, or the “fraud” 
prong.

Under the “unlawful” prong, a 
plaintiff can point to conduct of the 
defendant that violates other law. The 
UCL creates a private right of action 
for a violation of other law, even if that 
other law does not have its own pri-
vate right of action. Similar to the FTC 
Act, the “unfairness” prong calls for an 
analysis of harm to consumers balanced 
against the motives and justification for 
a business practice. Immoral conduct, 
unethical conduct, and conduct that 
violates public policy, or conduct that 
causes substantial consumer injury are 
actionable. Finally, to assert a UCL claim 
under the “fraud” prong, the plaintiff 

must allege and prove that the defen-
dant made false statements on which the 
plaintiff relied.

In California, the False Advertis-
ing Law (FAL) supplements the UCL, 
stating:

It is unlawful for any person . . . 
with intent . . . to dispose of real or 
personal property or to perform 
services . . . to make . . ., including 
over the Internet, any statement, 
concerning that real or personal 
property or those services . . . 
which is untrue or misleading, 
and which is known, or which 
by the exercise of reasonable care 
should be known, to be untrue or 
misleading. . . .13

In addition to the UCL and FAL, 
California enacted the California Con-
sumers Legal Remedies Act (CLRA),14 
which identifies certain forms of “unfair 
methods of competition” and “decep-
tive acts or practices” in the sale or lease 
of consumer goods or services.15 One 
of the sections of CLRA prohibits “[r]
epresenting that goods or services have 
. . . characteristics . . . , uses, benefits, 
or quantities that they do not have.”16 
Other CLRA sections may apply in a 
given case.

Unfair and Deceptive Trade 
Practice Claims in the Automated 
Vehicle Context
The concern about unfair and deceptive 
trade practice claims for AV manufac-
turers is not theoretical. We already 
have a real-life example of a case of this 
kind—Sheikh v. Tesla, Inc.17

Sheikh is pending in the U.S. Dis-
trict Court for the Northern District 
of California. The suit followed a May 
2016 accident in which a Canton, Ohio, 
Tesla driver named Joshua Brown died 
in a crash in his Tesla, which was under 
control of the driver assistance sys-
tem, when the Tesla failed to brake for 
a truck turning left in front of his car. 
Brown also failed to intervene to stop 
the car.

The backstory of the case begins 
with Tesla’s advertising campaign of its 
“Autopilot” driver assistance system. 
The name “Autopilot” itself suggests that 

the car is driving itself without the need 
for human monitoring. Moreover, Tesla 
showed a video on its website of how 
the Autopilot system works, which is 
no longer on the Tesla website but has 
been reposted on YouTube.18 The video 
shows a vehicle occupant entering his 
Tesla car and driving to an office setting. 
The throbbing beat of the Rolling Stones 
song “Paint It, Black” plays through-
out the video. The camera is behind 
the driver looking forward towards his 
hands, which are away from the steer-
ing wheel but close by. At the end of 
the video, the driver leaves the car, and 
without an occupant, it finds a parking 
spot and parks itself.

The Tesla video begins with the fol-
lowing introductory text:

THE PERSON IN THE DRIV-
ER’S SEAT IS ONLY THERE FOR 
LEGAL REASONS.

HE IS NOT DOING 
ANYTHING. 

THE CAR IS DRIVING ITSELF.

According to the purchasers who later 
filed suit against Tesla, they paid $5,000 
for the enhanced Autopilot system of 
the kind depicted in the video, but Tesla 
failed to deliver the Autopilot features 
in the timeframe Tesla promised. More-
over, they say the Autopilot system that 
these owners received was unusable and 
dangerous.19 As a result of these claims, 
a number of named plaintiffs filed the 
Sheikh v. Tesla, Inc. suit on behalf of 
themselves and others similarly situated.

The Sheikh plaintiffs allege violations 
of the California UCL, FAL, and CLRA, 
as well as fraud by concealment. They 
also allege similar violations of con-
sumer protection laws under Colorado, 
Florida, and New Jersey laws. The plain-
tiffs’ theory of recovery is that they paid 
many thousands of dollars for a product 
they didn’t receive; they say they didn’t 
receive the benefit of their bargain.20 To 
bolster their claims, the plaintiffs quote 
a sentence that allegedly appeared on 
the Tesla website saying, “All Tesla vehi-
cles produced in our factory, including 
Model 3, have the hardware needed for 
full self-driving capability at a safety 
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level substantially greater than that of a 
human driver . . . .”21 In addition, they 
quote the language appearing in the 
video image appearing above: consum-
ers “first would be invited to see a video 
lasting over two minutes, in which the 
initial frames shouted: ‘THE PERSON 
IN THE DRIVER’S SEAT IS ONLY 
THERE FOR LEGAL REASONS. HE IS 
NOT DOING ANYTHING. THE CAR 
IS DRIVING ITSELF.’”22 In discussing 
the named plaintiff from New Jersey, a 
Mr. Tom Milone, the plaintiffs say, “Tom 
understood the video to explain that a 
driver was just in the vehicle for legal 
purposes and that this vehicle could 
drive anyone from point A to B and 
even let the occupants out and go park 
itself.”23

Tesla’s statements imply that Autopi-
lot is a fully automated system, while in 
fact it only constitutes a driver assistance 
system, requiring the driver to monitor 
all driving tasks at all times.24 It is pos-
sible to draw a line directly from Tesla’s 
statements to the factual allegations of 
the suit and the causes of action alleged. 
The plaintiffs used Tesla’s own words 
against it to show that the company 
allegedly oversold the capabilities of the 
Autopilot system.

How AV Manufacturers Can 
Mitigate Risk
What can AV manufacturers do to 
mitigate its legal risks of unfair and 
deceptive trade practice actions? First, 
in the design phase of an AV, or any 
product for that matter, manufacturers 
should analyze what capabilities their 
products have and what capabilities are 
beyond the company’s current technol-
ogy. A well-repeated phrase is probably 
the best guidance to follow: Only prom-
ise what you can deliver, and deliver 
what you promise. It is the discrepancies 
between promises and what is delivered 
that create the most legal risk.

Second, AV manufacturers should 
implement a process to guide develop-
ment and advertising about the product. 
Cross-functional teams with representa-
tives from engineering, marketing, sales, 
finance, legal, and data protection can 
meet on a regular basis to track the prog-
ress of a product through development. If 
all major groups within the organization 

know what the product can and can’t do 
from an engineering perspective, mar-
keting and sales groups are less likely to 
misunderstand, or worse misrepresent, 
the capabilities of the product.

Finally, AV manufacturers should 
include product counsel in decisions 
about design and marketing. It is prob-
ably unrealistic to have product counsel 
approve every advertisement a manufac-
turer puts out. Nonetheless, if product 
counsel works with sales and marketing 
on some advertising, providing guidance 
on what statements could create legal risk 
for the company, sales and marketing can 
internalize product counsel’s guidance on 
things marketing collateral can say and 
what would create risk. Regular training 
sessions and refresher discussions would 
provide additional guidance.

AV manufacturers can manage their 
legal risks of unfair and deceptive trade 
practice claims. To do so, they must 
take steps and create procedures and 
infrastructure to support sound legal 
judgment about product design and 
marketing campaigns. Implementing 
these steps would go a long way towards 
reducing legal risk. u
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